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The traditional “big three” American shopping holidays — Thanksgiving, Black Friday, and Cyber Monday — aren’t the only peak 
events for commerce companies, which include retail, travel, and hospitality organizations. Any day may be a peak event, depending 
on your business or industry. For example, Valentine’s Day is the biggest day of the year for a florist, while summer vacation looms 
large for travel and hospitality companies. A health insurance company will see spikes in visitors during open enrollment, while a 
retail company will get a rush whenever a new product goes viral or back-to-school shopping starts. If we expand beyond the U.S., 
peak events could even arise due to the Olympics, the World Cup, or holidays such as Diwali, Lunar New Year, and Oktoberfest.    

Lessons learned from managing performance needs and security risks on traditional peak days can apply to any peak or high-
traffic event. In each case, you must successfully handle single-day bursts in traffic and risk well above your typical levels. And in 
every case, the stakes are high: Failure to successfully manage these moments can result in revenue loss and reputational harm. 
Success in managing these events means increased revenue and happy customers. 

Preparing for peak events requires optimizing performance of your platform, preparing for worst-case scenarios, updating your 
security posture, and conducting an after-action review to learn how to ensure that your next peak event goes off without a hitch.  

In the following four chapters, we provide fifteen best practices that will help you prepare for any peak event — whenever and 
however often those events occur. 

Introduction

INSIGHT: Peak events are changing. Your peak strategy needs to change, too.  

Today’s customers expect the holiday season to start earlier and last longer — weeks or months, instead of days. And with 
changes in consumer spending, elections and shifting political events, and other macro forces, the future adds significant 
unknowns into the equation. This means that your commerce organization can no longer approach peak event readiness 
as preparation for a single large event. Sustained peak events call for a sustainable operational cadence that allows your 
company to respond almost immediately to a series of peak events without disrupting your customers or your operations. 
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Planning ahead is key to optimizing your website’s performance at 
higher-than-normal traffic loads. It goes without saying that a good 
content delivery network (CDN) is an essential component of your 
strategy. But you also need to plan out how to ensure that your 
site will function well as more visitors interact with it — and how to 
respond when your system needs help under stress. There are three 
content types that are part of this picture that should be treated 
differently to maximize performance and increase offload:  

HTML page structure that makes up your base website 
content (target offload should be 50%)  

Other static content such as JavaScript, CSS, images,  
and videos (target offload should be at least 80%, but  
we recommend striving for 90% and above)  

API traffic such as mobile apps, pricing, logins, and 
checkouts (optimal offload varies depending on the  
nature of API calls and the data being retrieved)  

Here are five best practices to ensure that your system’s 
performance is optimized and tuned for a peak event. 

Chapter 1:  

Getting ahead of the performance curve 
Tip 1: Review caching settings beforehand 
Assess what you are caching and where, to make sure that your caching strategy is the best it can be for everyday 
purposes, before you even add a peak event into the equation. The goal is to optimize how your site looks and feels, 
and to deliver your desired web experience as fast as possible with maximum personalization. Cache settings primarily 
apply to static content and assets, which should be cached as much as possible for your business requirements. It’s 
better to cache an image on your load balancer at origin or on your CDN — or even to push it to your user’s device — 
than to pull it from your web server.  

With HTML, there is a lot more cacheable content than at first glance. It’s possible to structure your site and make 
decisions to fragment the content to get a higher HTML offload. For example, if users on the site are not logged in 
(that is, dynamic personalization of content is not available to be served), then content can be cached and reused 
for this group. The bottom line: If a large percentage of users are not logged in, then cache for them accordingly. For 
other types of static content, you should strive for 90% offload and above. We recognize that you are probably already 
spending a lot of effort optimizing this type of site content, but just double-check to make sure you are hitting your 
targets. Finally, for APIs, while some data is so dynamic that it can’t be cached, consider which API calls could be, like 
shipping quotes, store locations, or pricing. If inventory updates every 60 seconds, why not cache for 30 seconds? If 
pricing updates once a day at midnight, then cache all API calls every 12 hours. During your peak event, when every 
dollar counts, every second that can be cached will increase your offload when it matters most. 

Tip 2: Increase offload during the event 
Next, look for advantages you might be able to gain by caching certain content only during your event. If you cache 
pricing or shipping quote responses for a few minutes, for example, you could free up your servers so you can scale 
higher at a reduced cost. Some other ideas include caching redirects like dynamic page assembly, pre-render, and 
image optimizations — and you should be caching redirects at the edge. During the event and even after, there may be 
a lot you can offload, including business logic, user experience, redirects, SEO optimizations, and bot management.

https://www.akamai.com/
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Tip 3: Optimize images and video  
Images and video may be static content, but there’s a lot you can do to help serve them to your customers in a simplified and intelligent 
manner. It’s essential to work on image and video optimization prior to your peak event for the best user experience. You will most likely  
need to work with an image optimization provider to ensure that you serve the right size, format, and viewpoint of your image or video assets 
at the right time to each customer. This process also requires you to consider all the combinations of devices, browsers, operating systems — 
and even network connections — that your customers may use or have. By optimizing your images and videos, you can: 

Make your pages lighter and faster (reducing bytes without degrading quality) 

Enhance load time and site responsiveness  

Streamline asset management to reduce work for your creative and design teams 

Tip 4: Identify and manage bots 
Research indicates that bots make up nearly 50% of all internet traffic, which means that half of all requests constitute a kind of tax on 
your system. It’s crucial to have a strategy for bots to avoid surprises during peak events. Serving bots during a peak event diminishes your 
capacity to serve paying customers at a time when you need as much of that capacity as possible. You can use toolsets to identify what kind 
of user is making a request and the intent of that transaction, which can allow you to prioritize certain bot interactions and deprioritize others. 
One strategy to reduce bot load is to serve bots pre-rendered and cached content from a different origin. Another strategy is to turn off all 
site crawlers during peak hours and suffer the short-term SEO consequences to maximize revenue. Within the bot population, you should be 
equipped to make more granular decisions about how to handle different types of bots during your peak event, especially if you don’t want to 
pay to serve them. 

Tip 5: Embrace “graceful degradation”  
You should be able to lose a portion of your functionality while still keeping your site running. In fact, you’re probably never running without 
some functionality shortfall — being in some state of “graceful degradation,” a concept from complex systems. You can architect your system 
to strategically run in a “degraded” state during peak loads to enable better performance. An example is a large online retailer suspending its 
recommendations function during peak shopping days because the function’s business value isn’t worth the load it puts on the system.  

https://www.akamai.com/
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INSIGHT: What does an increased load look like?  

Increased load on your system can look like a small boost from a minor holiday or a massive jump due to 
a society-wide event. For example, in April 2020 as the COVID-19 pandemic forced many people into their 
homes and online, Akamai observed a 30% increase in global internet traffic — the equivalent of a whole 
year’s worth of growth in just a few weeks. 

Now that you’ve designed your system to successfully handle the 
loads you expect during peak events, think about what you’ll do if 
your expectations of success go awry.  

Peak-traffic moments throw your operational constraints and 
vulnerabilities into high relief because you’re already strained. In the 
pressure of a peak event, you may not have time to identify problems 
— much less respond to them — before it’s too late. That’s why it’s 
critical to prepare for potential problems before they impact your 
customers or your revenue. Spend time before your event to gain a 
solid understanding of your anticipated load and its possible effect 
on your security, performance, and reliability. Verify where you think 
you can run, and create contingencies in case you can’t.  

Here are four best practices that can help you ensure that you’re 
prepared for every eventuality. 

Chapter 2:  

Preparing for the worst 
Tip 6: Perform stress and load tests 
The first step in this process is identifying what is an unacceptable result. The goal is to identify what exactly is out 
of bounds and to have a plan for when those bounds are exceeded. Stress testing and load testing help you establish 
those bounds and understand what’s expected. Run stress tests multiple times in the months leading up to a peak 
event, with the expectation that your system will fail at first. You’ll have time to correct problems and, over time, 
become more confident in your ability to handle the necessary load. 

Tip 7: Deploy a waiting room 
Your site must have the ability to throttle traffic on demand. A waiting room allows you to maintain your checkout flow 
during peak times and manage user experience during unexpected issues that may slow down that flow. This tooling 
also allows you to employ graceful degradation, such as by time-shifting or offering early exclusive access. And a key 
benefit of a waiting room is that it can operate as a failback to employ if things go wrong. Learn more about strategies 
for handling hype events or traffic spikes while still nurturing customer loyalty.    

https://www.akamai.com/
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Tip 8: Plan for disaster recovery  
Disaster recovery is designed to respond to a major natural, cyber, or business disaster, and 
recovery can often take days or weeks. What if this disaster happens in the middle of your 
peak event? For example, if it takes you four days to fail over but your event is four hours long, 
you don’t have an effective disaster recovery plan. Match your disaster recovery planning and 
exercises to the likelihood that you’re going to need them, and make sure that your time frame 
and ability to execute are compatible with that likelihood. Ultimately, moving toward an active-
active approach and away from a disaster recovery stance can help ensure that no single 
disaster damages your operations.  

Tip 9: Maximize observability  
Monitoring lets you know how your system is performing during a peak event. It’s important 
to monitor technical measures as well as business measures. Half your dashboard might be 
dedicated to technical metrics like CPU, throughput, and page load time, while half is tracking 
business measures like click-through rates, cart abandons, and conversions. You need both 
because the technical metrics may tell you why something’s broken but won’t tell you the 
impact the issue is having on real users. For that, you need the associated business metrics. 
Maximizing observability of these measures helps you detect anomalies, which can trigger 
automated actions to repair harm.

akamai.com 07
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Security is always discussed in terms of risk — risk identification, risk 
mitigation, risk impact, risk likelihood — and it’s critical to decide how 
you will respond to that risk. It’s essentially a balancing act. You could 
choose to be more aggressive against potential risks during peak 
events, for example, but that could affect your user experience. Best 
practices for security include ensuring that your platform has well-
tuned controls, setting traffic thresholds, determining how to consume 
alerts, and having a plan for how to act when problems arise. 

Check out these six best practices. 

Tip 10: Review your runbook  
Your runbook should detail all pertinent information about people, 
processes, and prerequisites in your security strategy. For people, list 
on-shift schedules, knowledge base and gaps, and training required. 
For processes, create a protocol or flowchart so everyone knows 
what to do and who to contact for every eventuality. For prerequisites, 
describe the dependencies and communication requirements  
for security escalations. The runbook should also list emergency 
protocols aimed at protecting origin as much as possible. 

Chapter 3:  

Bolstering your security framework 

INSIGHT: DDoS attacks are breaking records 

DDoS attacks have been growing substantially in size and sophistication. In fact, 8 of the 10 largest DDoS 
attacks mitigated by Akamai took place between mid-2022 and the end of 2023. In February 2023, Akamai 
protected a customer from a large DDoS attack that peaked at 900.1 gigabits per second (Gbps) and 158.2 
million packets per second (Mpps).

Tip 11: Don’t be caught off guard by DDoS attacks 
To mitigate DDoS attacks, make sure your platform has well-tuned rate controls. Deny traffic above certain thresholds 
and send healthy HTML feedback to deceive bot traffic. Caching is a working weapon against DDoS attacks, so 
cache as much as you can. Conduct a tabletop exercise to find blind spots or inefficiencies in your incident response 
processes. For the most effective mitigation controls, work with a security vendor that is close to the ground and 
understands your environment and the nature of your web-facing applications.   

Tip 12: Don’t forget about the customer  
With web skimming, supply chain, and Magecart attacks on the rise, it’s essential (and required with PCI DSS 4.0) that 
you manage and monitor all JavaScript execution behavior on your web applications to defend against client-side 
attacks during your peak event — and beyond. The holiday season in particular is also a prime time for fraudsters 
to hijack your brand, creating fake sites and social media accounts designed to steal credentials and credit card 
information, or sell counterfeit goods or fake reservations. As part of your strategy, make sure you have a monitoring 
tool in place — and a plan to respond when a fake site or abuse is detected — to protect customer loyalty and trust.  

https://www.akamai.com/
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Tip 13: Understand your API attack surface  
API sprawl is a challenge for any organization, and especially those in commerce. Set up an inventory discovery process for APIs and run the 
audit. Your security team might not be familiar with newer APIs that your app team is running through the platform, so it’s important to register 
those new APIs to the platform and make sure the inventory is accurate. If your security team doesn’t recognize an API, they might block it — 
but if APIs are registered, the team can protect them. Another best practice is to make sure your web application firewall is up to date and in 
automatic mode.  

Tip 14: Tune alerts to reduce noise 
It’s important to monitor everything, but there is danger in creating too much noise. Too many alerts essentially means no alerts, as your team 
may fail to pick out what’s important. Tuning your alerts helps you reduce the noise and become more responsive. Perform this step well 
before a peak event, not at the last minute. And it’s important to develop a routing plan for the alerts that conveys the key information so the 
right people can respond.  

Tip 15: Bump up your defense against bad bots 
Certain types of bots can be considered benign — but others can be used to launch DDoS attacks, scrape content or inventory, open fake 
accounts, perform credential stuffing attacks, and worse. Even good bots can slow your site down to unacceptable speeds during your crucial 
peak event. Make sure your bot strategy allows you to be as aggressive as you need to be to shut down bad bots, focusing on emergency 
protocols for what to do, how to do it, and who to work with to neutralize them. Tooling can allow you to track bots separately and accurately 
account for the impact of an attack that can lead to compromised accounts, outages, and even data breaches. 

akamai.com 09
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The process of preparing for and carrying out peak events provides a lot of both 
technical and business-oriented information, making it critical to capture lessons 
learned to help your team improve. However, finding the time and energy to conduct a 
formal review can be difficult, especially in the post-holiday time at the end of the year. 
For companies that undergo regular or frequent peak events, it can be hard to squeeze 
reviews between them. However, we think it’s an essential best practice to put your 
post-event review on the calendar so it is more likely to occur. 

To support you in doing just that, we’re giving you a bonus tip. 

Bonus Tip 16: Conduct a formal review 
Conduct your post-event review while the event is still fresh in the minds of everyone 
in your organization. With the event a clear memory, your team can bring actionable 
insights to interpret the valuable data you’ve collected from the event and prioritize 
activities for next time.  

Did you measure the right things?  

Were there any gaps in your metrics or processes that you want to bridge 
before the next event?  

Preparing well ahead of time for a formal post-event review of your technical and 
business performance sets you up to gain the most from what you’ve learned and the 
data you’ve gathered.

Chapter 4:  

Capturing your lessons learned

akamai.com 10
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Akamai protects your customer experience, workforce, systems, and data by helping to embed security into everything you create — anywhere you build it and 
everywhere you deliver it. Our platform’s visibility into global threats helps us adapt and evolve your security posture — to enable Zero Trust, stop ransomware, secure 
apps and APIs, or fight off DDoS attacks — giving you the confidence to continually innovate, expand, and transform what’s possible. Learn more about Akamai’s cloud 
computing, security, and content delivery solutions at akamai.com and akamai.com/blog, or follow Akamai Technologies on X, formerly known as Twitter, and LinkedIn. 
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Transform your approach to peak events   
When any day can be a peak day, your goal should be to make peak 
events less of an exception and more of a standard occurrence 
that you’re always ready for. That’s where we come in. Getting 
support from an expert like Akamai can make the entire process 
much easier. And as you learn, you can gradually integrate your 
preparations into your technical architecture, processes, and 
culture so that they become second nature. At that point, any  
day could be a holiday, and your team will be well prepared. 

Are you ready to elevate your business’s  
performance during peak events? 

Learn more about Akamai’s retail, travel, and hospitality 
insights and solutions — or contact an Akamai expert. 
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